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要旨
Fujita T, Ohashi T, Yamane K, Yamamoto Y, Sone T, Ohira 
Y, Otsuki K, Iokawa K. Relationship between the number 
of samples and the accuracy of the prediction model for 
dressing independence using artificial neural networks in 
stroke patients. Jpn J Compr Rehabil Sci 2020; 11: 28–34.
【目的】人工ニューラルネットワークを用いて脳卒中
患者の更衣の自立可否の予測モデルを作成する際に，
有用なモデルが作成できるサンプル数の下限の目安を
調べること．
【方法】脳卒中患者 121 名から無作為抽出を繰り返
し 120 名，100 名，80名，60名，40名の 5つのデー
タセットを作成した．それぞれのデータセットで回復
期リハ病棟入院時の変数から入院 1か月後の更衣自
立可否を予測するモデルを人工ニューラルネットワー
クとロジスティック回帰で作成し，両モデルの精度を
比較した．
【結果】120 名，100 名，80名のデータセットでは，
人工ニューラルネットワークモデルの精度がロジス
ティック回帰モデルと比較して有意に高かった．一方，
60名と 40名のデータセットでは両モデルの精度に
差は認められなかった．
【結論】人工ニューラルネットワークで有用な更衣自
立予測モデルが作成できる下限サンプル数は 80程度
であることが示唆された．
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はじめに

　脳卒中は長期的な能力低下を引き起こす主要な原因
疾患の一つである［1］．リハビリテーション（リハ）

において対象者の日常生活活動能力（ADL）の予後
予測は，介入方針や目標の設定，必要となる人的・物
理的環境の準備，および家族指導などにおいて重要と
なる．ADL予後予測法については種々の報告がある
が，結果の一般化に限界を有することが多く［2，3］，
予測の精度を高めるためには各施設で独自の予測モデ
ルを作成することが重要であることが指摘されている
［4］．
　一方で，各単一施設で予測モデルを作成する場合に
は使用可能なデータ数が少数になりやすいことが想定
される．近年，Fujitaら［5］は各単一施設の小サン
プルでも精度の高い ADL予測モデルを作成できる手
法を探索し，人工ニューラルネットワークが有用で
あったことを報告している．同研究では 83例のサン
プルを用いて更衣自立に関する予測モデルを作成した
場合，ロジスティック回帰や決定木と比較して人工
ニューラルネットワークのモデルの精度が高かったこ
とを報告しているが，その一方で人工ニューラルネッ
トワークの精度の優位性が保たれるサンプル数の下限
は明らかにされていない．そこで本研究では，人工
ニューラルネットワークで有用な更衣自立の予測モデ
ルを作成できるサンプル数の下限の目安を調べるた
め，人工ニューラルネットワークによる予測モデルの
精度と学習サンプル数の関係を検証した．

対象と方法

　本研究は後方視的観察研究であり，対象者の診療録
から種々の情報を収集して分析した．対象は A病院
回復期リハ病棟に入退院した脳卒中患者で以下の取り
込み基準を満たした 121 名である．取り込み基準は
（1）初発の脳出血または脳梗塞と診断された者，（2）
一側テント上の病変であった者，（3）入院評価時に
更衣が非自立であった者（入院時 FIM® instrument
（version 3）更衣上半身・下半身［6，7］の一方また
は両方が 5点以下），（4）後述の分析データに欠損値
がなかった者とした．本研究は北福島医療センターと
東北福祉大学の倫理審査委員会の審査を受け，承認を
得た後に実施した（No. 72，RS180601）．
　本研究では入院時の変数から入院 1か月後の更衣
自立可否を予測するモデルの作成を行った．入院 1
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か月後の更衣自立可否の判断は，入院 1か月時の
FIM® instrument更衣項目の得点を指標とした．なお
FIM® instrument更衣項目には上半身と下半身がある
が，本研究では両者のうち低いほうの得点を採用し，
6点以上を自立，5点以下を非自立とした．予測モデ
ルの独立変数として用いる入院時変数には，これまで
に更衣自立度と関連することが報告されている年齢
［8］，練習前の更衣自立度［9］，体幹機能［8，
10］，視空間認知［8］，バランス［11，12］の情報
を収集した．入院時の更衣自立度の指標には入院時の
FIM® instrument更衣項目の得点，体幹機能と視空間認
知の指標には Stroke Impairment Assessment Set（SIAS）
［13］，バランスの指標には Berg balance scale（BBS）
［14］を用いた．またこれらの変数に加えて，本研
究では ADLの予後と関連することが報告されている
麻痺側および非麻痺側の上肢機能，認知機能，脳卒中
発症後期間も変数に加えた．上肢機能の指標には簡易
上肢機能検査（STEF）［15］，認知機能の指標には改
訂長谷川式知能評価スケール（HDS-R）［16］を用いた．
　本研究では人工ニューラルネットワークを用いた更
衣自立予測モデルの精度とサンプル数の関係を調べる
ため，対象者 121 名から無作為抽出を繰り返して
120 名，100 名，80名，60名，40名の 5つのデー
タセットを作成し，それぞれのデータセットで予測モ
デルを作成してその精度を検証した．人工ニューラル
ネットワークで作成されたモデルの精度については，
一般的に広く用いられている手法であるロジスティッ
ク回帰で作成されたモデルの精度と比較することで検
討した．人工ニューラルネットワークおよびロジス
ティック回帰によるモデル作成の手順としては，まず
サンプル数の異なる 5つのデータセットのそれぞれ
で，対象者を入院 1か月時の FIM® instrument更衣得
点に基づき，自立群（FIM® instrument ≧ 6 点）と非自
立群（FIM® instrument ≦ 5 点）に分類し，モデルに投
入する変数の選択のため，各入院時変数について群間
比較を行った．比較には student-t検定，χ2検定，
Mann-Whitney U検定を用いた．次に群間比較で有意
であった入院時変数を独立変数，入院 1か月時更衣
の自立・非自立を従属変数として，ステップワイズロ
ジスティック回帰分析（尤度比変数増加法）を行い，
ロジスティック回帰モデルを作成した．一方，人工
ニューラルネットワークモデルは本研究では中間層 1
層の階層型多層パーセプトロンとし，独立変数はロジ
スティック回帰で選択された変数として，ロジス
ティック回帰と人工ニューラルネットワークのモデル
が同じ独立変数で作成されるように設定した．また本
研究では人工ニューラルネットワークにおける学習サ
ンプルと過学習を防ぐための検定サンプルの割合を
9：1とした．また人工ニューラルネットワークでは
サンプル数を考慮して，5段階を超える変数（つまり
SIAS体幹，視空間認知以外の項目）が独立変数に使
用される場合には四分位を基準に 4段階に変換し投
入した．なお人工ニューラルネットワークでは，入力
層から中間層への重みの初期値がランダムであり，学
習結果はこの初期値に依存するため，本研究では初期
値の再設定を 10回反復し，最も予測精度の高かった
モデルを採用した．
　人工ニューラルネットワークとロジスティック回帰

で作成されたモデルの精度は層化 10分割交差検証に
より比較した．10分割交差検証は全対象者を無作為
に 10分割し，9つのグループを使用してモデルを作
成し，残りの 1つのグループを検証データとして精
度を検証することを 10回繰り返す方法である．この
際，本研究ではロジスティック回帰ではモデルで用い
られる独立変数が変化しないように強制投入法を用い
た．10分割交差検証では人工ニューラルネットワー
クとロジスティック回帰それぞれのモデルにおける正
分類率，感度，特異度，陽性的中率，陰性的中率を算
出してウィルコクソンの順位和検定を用いて比較し
た．すべての検定の有意水準は 5％未満とし，統計ソ
フトには SPSS Statistics version. 25 を用いた．

結果

　各データセットの対象者の属性および心身機能，更
衣自立度を表 1に示す．入院 1か月後の更衣自立群
と非自立群で入院時変数を比較した結果，100 名の
データセットでの年齢と麻痺側 STEFを除き，すべて
の変数で有意差が認められた（表 2）．それらの変数
を独立変数としてロジスティック回帰分析を実施した
結果，120 名のデータセットでは BBSと非麻痺側
STEFと SIAS垂直性，100 名のデータセットでは
BBSと非麻痺側 STEFと発症後日数，80名のデータ
セットでは BBSと HDS-R，60名のデータセットで
は BBSと非麻痺側 STEFと年齢，40名のデータセッ
トでは BBSと非麻痺側 STEFが，モデルの独立変数
として選択された．
　作成された人工ニューラルネットワークとロジス
ティック回帰のモデルの精度を比較した結果，120名，
100名，80名のデータセットを用いた分析では，人工
ニューラルネットワークのモデルが正分類率，感度，
特異度，陽性的中率，陰性的中率のすべてでロジス
ティック回帰のモデルを上回り，120名の分析では正
分類率と陰性的中率と感度，100名の分析では陽性的
中率，80名の分析では正分類率で有意差が認められた
（表 3）．一方，60名，40名の分析ではすべての項目
において人工ニューラルネットワークとロジスティッ
ク回帰のモデルの間に有意差は認められなかった．

考察

　医学・医療分野において人工ニューラルネットワー
クを用いて予測モデルを作成し，その精度を従来の一
般的な手法であるロジスティック回帰モデルと比較し
た報告は多数存在する．それらの報告を俯瞰すると，
ロジスティック回帰モデルと人工ニューラルネット
ワークの間で予測性能の差はないとする報告［17–22］
が一定数存在するものの，人工ニューラルネットワー
クのほうが優れていると結論付けた報告［23–31］が
多い．また近年，外傷患者の転帰に関するシステマ
ティックレビューとメタアナリシスを行った研究
［32］においても，人工ニューラルネットワークの
モデルはロジスティック回帰よりも優れた性能を有す
ることが報告されている．また著者らは 83例という
小サンプルであっても，脳卒中の更衣の自立を予測に
関して，人工ニューラルネットワークはロジスティッ
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ク回帰より予測精度の高いモデルを作成できたことを
報告した［5］．一方で，人工ニューラルネットワー
クとロジスティック回帰の精度の差に関して，サンプ
ル数を変化させて検証した研究はこれまでになく，ま
た 100 未満の小サンプルを用いた報告もほとんど見
当たらない．そのため，人工ニューラルネットワーク
で有用なモデルを作成できるサンプル数の下限はこれ
まで不明であった．
　本研究の結果，人工ニューラルネットワークで有用

な更衣自立予測モデルが作成できる下限サンプル数は
80程度であり，サンプル数が 60以下になるとその
優位性は失われる可能性が示唆された．80名程度の
サンプルにおいて，ロジスティック回帰に比べて人工
ニューラルネットワークのほうが精度の高いモデルが
作成できたことは先行研究［5］の結果と一致する．
今回 100 名のデータセットでは，120 名と 80名の
データセットと異なり，人工ニューラルネットワーク
とロジスティック回帰で正分類率に有意な差は認めら

表1．各データセットの属性，心身機能および更衣自立度

Variables
Dataset 1
（n＝120）

Dataset 2
（n＝100）

Dataset 3
（n＝80）

Dataset 4
（n＝60）

Dataset 5
（n＝40）

Age, years, mean （SD） 75.2（12.4） 75.4（12.6） 75.6（13.0） 74.8（13.0） 74.8（14.3）
Gender, men, n （%） 62（51.7） 57（57.0） 43（53.8） 32（53.3） 22（55.0）
Affected side, right, n （%） 56（46.7） 51（51.0） 37（46.3） 25（41.7） 20（50.0）
Post-stroke time at admission, days, 

mean （SD） 30.2（11.7） 29.3（11.2） 29.4（11.1） 31.4（12.0） 28.4（11.9）

SIAS verticality at admission, points, 
median （IQR） 3（2–3） 3（2–3） 3（2–3） 3（2–3） 3（1–3）

SIAS abdominal muscle strength at 
admission, points, median （IQR） 2（1–2） 2（1–2） 2（0.5–2） 2（1–2） 2（1–2）

SIAS visuospatial perception at admission, 
points, median （IQR） 3（3–3） 3（3–3） 3（3–3） 3（3–3） 3（3–3）

Berg balance scale at admission, points, 
mean （SD） 20.5（16.8） 21.3（16.6） 20.3（17.1） 20.5（16.6） 21.6（16.3）

STEF affected side at admission, points, 
mean （SD） 75.1（21.0） 76.3（20.6） 75.2（22.2） 75.7（20.6） 73.1（25.4）

STEF unaffected side at admission, 
points, mean （SD） 25.8（32.8） 27.5（33.5） 24.5（32.9） 27.3（32.8） 31.7（33.9）

HDS-R at admission, points, mean （SD） 19.7（7.9） 19.5（7.9） 19.5（7.9） 20.9（7.2） 19.6（7.6）
Dressing performance at admission
FIM® upper body dressing, points, 

median （IQR） 3.0（1.0–4.0）3.0（1.0–4.5）3.0（1.0–4.0）3.0（1.0–4.0）3.0（1.0–4.5）

FIM® lower body dressing, points, 
median （IQR） 2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–5.0）

The lower score on FIM® for dressing the 
upper and lower body, points, median 
（IQR）

2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–4.0）2.0（1.0–4.0）

Dressing performance at 1-month after 
admission

FIM® upper body dressing, points, 
median （IQR） 5.0（2.0–6.0）5.0（2.5–6.0）5.0（2.0–6.0）4.5（2.5–6.0）5.0（2.0–6.0）

FIM® lower body dressing, points, 
median （IQR） 4.0（2.0–6.0）5.0（2.0–6.0）4.0（2.0–6.0）4.5（2.5–6.0）4.5（2.0–6.0）

The lower score on FIM® for dressing the 
upper and lower body, points, median 
（IQR）

4.0（2.0–6.0）5.0（2.0–6.0）4.0（2.0–6.0）4.0（2.0–6.0）4.0（2.0–6.0）

Independence of upper body dressing,  
n （%） 39（32.5） 34（34.0） 26（32.5） 20（33.3） 14（35.0）

Independence of lower body dressing,  
n （%） 37（30.8） 32（32.0） 24（30.0） 19（31.7） 12（30.0）

Independence of both upper and lower 
body dressing, n （%） 37（30.8） 32（32.0） 24（30.0） 19（31.7） 12（30.0）

Abbreviations: SIAS, stroke impairment assessment set; HDS-R, revised Hasegawaʼs dementia scale; STEF, simple test for 
evaluating hand function.
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れなかったが，陽性的中率，陰性的中率，感度，特異
度のすべてで人工ニューラルネットワークがロジス
ティック回帰を上回っていた．感度と特異度および陽
性的中率と陰性的中率はそれぞれトレードオフの関係
にあるため，その一方のみが高値であっても予測精度
が高いことを意味しないが，100 名のデータセットで
はこれらすべての項目で人工ニューラルネットワーク
が上回り，その一部の項目で有意差が認められている
ことから，われわれは 100 名のデータセットにおい
ても人工ニューラルネットワークのモデルがロジス
ティック回帰と比べて予測精度の高いモデルが作成さ
れたと解釈している．一方，60名のデータセットで
も，正分類率，陽性的中率，陰性的中率，感度，特異
度のすべてで人工ニューラルネットワークが上回って
いるが，両者の数値は似通っており，有意な差が認め
られなかったため，われわれは両モデルの間に精度の

差はないと解釈した．
　なお本研究では，脳卒中患者が一連の更衣を監視や
介助なく遂行できるか否かを予測することが臨床上重
要と考え，上半身と下半身の更衣自立度を包括的に
扱った．しかし，今回の FIM® instrumentの更衣上半
身と下半身の成績をみると，上半身に比べて下半身の
ほうが若干得点が低かった．これは更衣全体を自立で
きるか否かは，より難易度の高い下半身の更衣を自立
できるかが大きな影響力をもっていることを意味し，
本研究の結果は下半身の更衣の自立度をより強く反映
した結果である可能性がある．
　本研究の知見は，リハビリテーション分野において
単一施設で独自の更衣自立予測モデルを作成する際に
有益な情報になると考えられる．つまり，単一施設で
更衣自立の予測モデルを作成する際にサンプル数が
80以上収集できた場合は予測精度を高めるためには

表2．入院 1か月後の更衣自立群と非自立群の間で有意差が認められた入院時変数

Variables at admission

n＝120 Age, Post-stroke time at admission, FIM® dressing, SIAS verticality, SIAS abdominal muscle strength, 
SIAS visuospatial perception, Berg balance scale, STEF affected side, STEF unaffected side, HDS-R

n＝100 Post-stroke time at admission, FIM® dressing, SIAS verticality, SIAS abdominal muscle strength, SIAS 
visuospatial perception, Berg balance scale, STEF unaffected side, HDS-R

n＝80 Age, Post-stroke time at admission, FIM® dressing, SIAS verticality, SIAS abdominal muscle strength, 
SIAS visuospatial perception, Berg balance scale, STEF affected side, STEF unaffected side, HDS-R

n＝60 Age, Post-stroke time at admission, FIM® dressing, SIAS verticality, SIAS abdominal muscle strength, 
SIAS visuospatial perception, Berg balance scale, STEF affected side, STEF unaffected side, HDS-R

n＝40 Age, Post-stroke time at admission, FIM® dressing, SIAS verticality, SIAS abdominal muscle strength, 
SIAS visuospatial perception, Berg balance scale, STEF affected side, STEF unaffected side, HDS-R

Abbreviations: SIAS, stroke impairment assessment set; HDS-R, revised Hasegawaʼs dementia scale; STEF, simple test for 
evaluating hand function.

表3．人工ニューラルネットワークとロジスティック回帰モデルの精度の比較

Accuracy (%) PPV (%) NPV (%) Sensitivity (%) Specificity (%)

n＝120 ANNa 88.3 83.2 91.7 81.7 91.4
LRa 80.0 72.7 85.4 65.8 86.7

n＝100 ANNb 84.0 82.2 86.9 68.3 91.0
LRb 75.0 65.8 80.5 56.7 83.6

n＝80 ANNc 85.0 86.7 85.9 63.3 94.3
LRc 73.8 69.7 82.8 56.7 82.7

n＝60 ANNd 83.3 80.0 89.0 75.0 88.5
LRd 80.0 73.3 87.5 70.0 86.0

n＝40 ANNe 90.0 83.3 100.0 100.0 86.7
LRe 82.5 85.4 88.3 70.0 90.0

＊p＜ 0.05.
Abbreviations: ANN, artificial neural network; LR, logistic regression; PPV, positive-predictive value; NPV, negative-
predictive value.
a Models created by SIAS verticality, Berg balance scale, and STEF on unaffected side.
b Models created by time post-stroke, Berg balance scale, and STEF on unaffected side.
c Models created by Berg balance scale and Revised Hasegawaʼs dementia scale.
d Models created by age, Berg balance scale, and STEF on unaffected side.
e Models created by Berg balance scale, and STEF on unaffected side.

＊ ＊ ＊

＊

＊
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人工ニューラルネットワークの利用が望ましいと考え
られ，サンプル数が 60以下のケースであればロジス
ティック回帰でも人工ニューラルネットワークと同等
の精度のモデルが期待できるといえる．今後の課題は，
上半身と下半身の更衣で別々の分析を行って結果の相
違の有無を検証すること，今回は更衣の自立可否を指
標とした検証であったが別の ADLでも同様の結果と
なるかを確認すること，他の施設のデータでも同様の
結果が得られるかを確認することが必要な点である．
またモデルの独立変数を変更した検討も必要である．
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